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ABSTRACT
Spatial sound and interactivity are key elements of investi-
gation at the Sound And Music Computing master program
at Aalborg University Copenhagen.

We present a collection of research directions and recent
results from work in these areas, with the focus on our multi-
faceted approaches to two primary problem areas: 1) cre-
ation of interactive spatial audio experiences for immersive
virtual and augmented reality scenarios, and 2) production
and mixing of spatial audio for cinema, music, and other
artistic contexts. Several ongoing research projects are de-
scribed, wherein the latest developments are discussed.

These include elements in which we have provided sonic
interaction in virtual environments, interactivity with vol-
umetric sound sources using VBAP and Wave Field Syn-
thesis (WFS), and binaural sound for virtual environments
and spatial audio mixing. We show that the variety of ap-
proaches presented here are necessary in order to optimize
interactivity with spatial audio for each particular type of
task.

Categories and Subject Descriptors
H.5.1 Multimedia Information Systems [H.5.2 User In-
terfaces ]: H.5.5 Sound and Music Computing.

General Terms
Design, Experimentation.

Keywords
Multimodal interaction, Virtual environments, Spatial sound,
Binaural sound, Wave field synthesis.

1. INTRODUCTION
In the following paragraphs, a review of the state of the

art on interaction with spatial sound delivered through the
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use of arrays of loudspeaker is presented.
One of the early works that considered the importance of a

users point of view in relation to the acoustical perception of
the interactive spatial sound field, is by Melchior et al. [26].
In this work, an augmented reality system is coupled with an
array of loudspeakers to deliver a wave field synthesis gen-
erated sound field, in which users could interact perceiving
his own visual perspective of the given scene. A framework
is proposed for possible tasks to be performed with such a
system, as: room simulation, sound filtering, spatial layout
of sound sources, and sound editing, and a simple prototype
in which two users can work simultaneously on the same
auditory scene is implemented and discussed by authors.

Another system capable of hosting multiple users, is the
system proposed by Springer et al. [38] that combines a
projection-based multi-viewer stereo display and wave field
synthesis to simulate spatial sound sources of various kinds.
Thanks to the absence of a sweet spot given by the wave
field synthesis sound rendering, multiple users at the same
time can participate to the interactive experience, interact-
ing with virtual sonic objects that could be manipulated in
real time. The authors’ choice of a 2D multi-viewer stereo
display relies also on the work done by Melchior et al. [25,
24] where it is suggested that high quality on the acoustic
perspective can be achieved through the use of wave field
synthesis in the particular case of 2D projection, as the im-
age observed by viewers will match consistently the spatial
depth of sound given by WFS. Although no strict user eval-
uation has been performed in this work, results from obser-
vations showed that users perceived a good level of visual
and auditory consistency of the virtual objects, as well as a
high level of natural interaction.

In a recent work by [30] a mid-air direct interaction sys-
tem is proposed that allows users to manipulate and “touch”
sound sources in real time. A wave field synthesis system is
employed to deliver spatial sound, in a combination with a
marker-based motion tracking system that captures the po-
sition of users hands to superimpose focused sound sources
and at the locations of hand gestures. Gestures are used
to trigger sound-manipulating actions such as: move, pick-
up, place, and release a sound source. This approach allows
users to interact with sounds in a natural way, without the
use of hand-held button controllers or visual interfaces. To
acheive some perception of height localization (which their
WFS system was not designed for), the authors relied on
the use of the ventriloquist effect, obtained trough the use
of physical objects such as a bottle, which could be “filled”
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with a sound spilled into it through a “drop gesture” per-
formed by users. The sound in the bottle could then be
“heart”, moved around, and placed on different tables. Fol-
lowing the encouraging results obtained by users evaluation
in localization accuracy, the authors physically built a spa-
tial mixing room, in which sound objects can be manipulated
and placed in precise spots around the listener.

A previous real-time gesture control interface for wave
field synthesis was proposed in the work presented by Fohl
et al. [9], in which users could trigger sound-manipulating
actions, through the use of three elementary gestures: se-
lect/deselect pose, and circular/radial movement. As later
done in the Boom Room experiment, this work capitalises
on hand tracking, with optical tracking via a standard 3-D
marker placed on one of the user’s hands. Two of the three
analysed gestured (the select/deselect pose and the circular
movement) showed a high level of affordance, as users found
a natural match between their performed gestures and the
expected results. However, the radial motion gesture showed
some problems, as it was often difficult for the users to con-
trol the radial motion of a sound source, especially when
pulling the source nearer. The authors point out how the
acoustical perception of a source position on the radial axis is
quite difficult and propose better calibration and fine-tuning
of gesture tracking as a possible solution to cope with this
issue.

2. SONIC INTERACTION IN VIRTUAL EN-
VIRONMENTS

We investigate how novel interactions with sound can be
used for virtual reality applications. To achieve this goal, we
designed several interfaces embedded with sensors and ac-
tuators, that drive physics-based synthesis models. We are
interested in using these interfaces to allow users to naturally
interact in virtual environments as they interact in the real
world. As an example, we have been working with walking
interaction in virtual environments, building a pair of shoes
embedded with sensors and actuators. The sounds are spa-
tialized in the laboratory using the vector based amplitude
panning technique (VBAP) [36]. The correct positioning of
the virtual sound sources according to the actual user posi-
tion is achieved by tracking the user shoes using a motion
capture synthesis, and mapping the position of the user to
the VBAP algorithm. We noticed that users perceive that
the footstep sounds are emanating at feet level, instead of
coming from the speakers. This is an analogy to the ventril-
oquism effect in the audio-tactile domain. More information
can be found here: [10].

3. INTERACTION AND WAVEFIELD SYN-
THESIS

3.1 Spatial Extent
Synthesis of volumetric virtual sources is a useful tech-

nique for sonic interaction in virtual environments. This
task can be simplified to the synthesis of spatial extent and
carried out perceptually or physically. Previous research
in Directional Audio Coding has shown that spatial extent
can be perceptually synthesized with monophonic sources by
applying a time-frequency-space decomposition, then ran-
domly or structurally distributing time-frequency bins of the
source signal [37, 19, 34]. Similar principles apply to the

physical techniques, most notably to the Wave Field Syn-
thesis, without signal decompositions however. In WFS, the
synthesis rather relies on the randomized or optimally phase-
delayed combination of elementary virtual sound sources or
spherical harmonics [1] [5].

These methods can equally perform well on recorded or
synthesized source signals. If the task involves ecological
synthetic sounds as a result of group activity, such as clap-
ping, walking, and other sound-producing events, combining
physically based sound and spatial extent synthesis into a
single system might be profitable in terms of computational
cost, perceived sound quality and interaction fidelity. In
WFS, such an approach has been tried with idealized source
models [1, 29], but not with ecological models to our knowl-
edge.

4. BINAURAL SOUND

4.1 Binaural Sound in VE
Although research on spatialized sound rendering has a

relative long history in the computer music and sound pro-
cessing community [4, 18, 2], little research has investigated
the effect of spatialized sound when included in a virtual
reality environment. An exception is the work presented in
[20], where two experiments were proposed in order to inves-
tigate potential benefits of high quality auditory rendering
in virtual reality. Results showed that the condition with
high quality auditory rendering elicits a higher sensation of
presence. Also, previous research integrating a CAVE-like
environment with high quality sound rendering has been fo-
cussing on sound delivered through surround sets of speakers
[16].

Research has been conducted within our group [14, 15] to
investigate users’ appreciation of binaural sound rendering
created using non-personalized head-related transfer func-
tions (HTRF). In a wide four-sided CAVE environment where
users were allowed to walk inside a natural virtual environ-
ment, we compared a binaurally spatialized sound scene in
which the location of sonic objects spatially matched the lo-
cation of the corresponding visual objects, with an inconsis-
tent binaural sound scene where the location of sonic objects
was spatially incongruous with the location of visual objects,
and with a standard stereo sound scene. Results of walking
experiment showed increased preference ratings for the con-
sistent binaural audio rendering. As expected incongruent
spatial cues were ranked significantly lower.

A subsequent experiment compared then how different
“attractors” (audio and/or visual, static or dynamic) modify
the user’s attention while walking in a VE, to provide pos-
sible guidelines to the design of virtual attractors [32, 33].
The results of the conducted experiment showed how audio-
visual attractors are the most efficient attractors in order to
capture users’ attention toward the inside of the CAVE.

4.2 Spatial Audio Mixing
Apart from utilising spatial sound for VEs we are ex-

ploring the growing interest in production of spatial audio
for cinema, music and other artistic contexts [28, 23]. We
have been investigating how physical user interfaces can help
content creators mix for spatial audio, extending beyond
the traditional channel strip based mixing console—both for
stereo production [11] and for 3D spatial audio [12]. Instead
of adjusting volume and panning of the sound source using



faders and rotary knobs, the basic approach is to adjust dis-
tance and angle(s) in reference to a virtual listening position
as if positioning sound sources in a virtual environment.

Exploratory studies suggest that while there is great po-
tential in utilising this control metaphor for mixing, there
are several challenges involved in implementing it into a pro-
fessional mixing context. The most prominent challenges
include clutter and lack of overview when the number of
channels increase, gaining fast access to underlying audio
effects parameters, the lack of tactile and haptic feedback
(when using multitouch or mid-air hand gestures [12]), lack
of precision, and too high dependancy on visual feedback.
We approach these challenges from a user centred Human
Computer Interaction (HCI) point of view, developing and
testing alternative prototypes that implement solutions to
said challenges—for instance by extending multitouch sur-
faces with smart tangibles for improved tangibility or ex-
tending GUIs with graphical layers for reduced clutter [13].
Currently, we are exploring interfaces for mixing binaural
audio, which explore active haptic feedback for faster and
more precise interaction. Building on related work[27] we
test different alternative forms of haptic feedback for faster
and more precise selection and manipulation of virtual sound
sources in 3D exploring whether it is possible to reduce the
dependancy on visual feedback through haptics.

5. MOTION SENSOR TECHNOLOGIES
Motion sensor technology is the discipline that processes,

digitalizes, and detects the position and/or velocity of peo-
ple and objects in order to interact with software systems.
it has been establishing itself as one of the most relevant
techniques for designing and implementing a Natural User
Interface (NUI). NUIs are human-machine interfaces that
enable the user to interact in a natural way with software
systems. The goals of NUIs are to be natural and intuitive.

In this context, there are numerous devices that try to
act as motion sensors. The first breakthrough was the Wii
Remote in 2006, which was the primary controller for Nin-
tendo’s Wii console. A main feature of the Wii Remote is
its motion sensing capability, which allows the user to inter-
act with and manipulate items on screen via gesture recog-
nition and pointing through the use of accelerometer and
optical sensor technology. In a similar context, PlaySta-
tion Move was a motion-sensing game controller platform
by Sony Computer Entertainment (SCE), first released for
the PlayStation 3 (PS3) video game console in 2009. Based
around a handheld motion controller wand, PlayStation Move
uses inertial sensors in the wand to detect its motion, and
the wand’s position is tracked using a PlayStation webcam.

The next breakthrough was Kinect, which is a line of mo-
tion sensing input devices by Microsoft for Xbox 360 and
Xbox One video game consoles and Windows PCs. Based
around a webcam-style add-on peripheral, it enables users
to control and interact with their console/computer without
the need for a game controller, through a natural user in-
terface using gestures (and spoken commands). Kinect for
Xbox which was launched in November 2010 and its launch
was indeed a success: it was and it is still a break-through in
the gaming world and it holds the Guinness World Record
for being the “fastest selling consumer electronics device”
ahead of the iPhone and the iPad. In December 2010, Prime-
Sense released a set of open source drivers and APIs for
Kinect that enabled software developers to develop Win-

dows applications using the Kinect sensor. Finally, on June
17 2011 Microsoft launched the Kinect SDK beta, which is
a set of libraries and APIs that enable us to design and de-
velop software applications on Microsoft platforms using the
Kinect sensor as a multimodal interface. With the launch
of the Kinect for Windows device and the Kinect SDK, mo-
tion control computing is now a discipline that everyone can
shape easily, writing simple and powerful software applica-
tions.

A new addition to this list of the widely used motion sens-
ing devices is the Leap Motion. Leap Motion is sensor device
that supports hand and finger motions as input, analogous
to a mouse, but requiring no hand contact or touching. The
device started full-scale shipping in July 2013. Leap Motion
is using two monochromatic IR cameras and three infrared
LEDs, the device observes a roughly hemispherical area, to
a distance of about 1 meter. The LEDs generate a 3D pat-
tern of dots of IR light and the cameras generate almost
300 frames per second of reflected data, which is then sent
through a USB cable to the host computer, where it is ana-
lyzed by the Leap Motion controller software, in some way
synthesizing 3D position data by comparing the 2D frames
generated by the two cameras.

The final addition to such sensing devices is Myo. Myo
lets you control a computer with gestures. But unlike the
previous devices, which rely on optical sensors, Myo employs
a combination of motion sensing and muscular activity. The
actual MYO device is an armband. When worn, it senses
gestures, and sends the corresponding signal (via Bluetooth
4.0) to a paired device.

5.1 Gesture recognition for sound interaction
and creation

Gesture Recognition techniques using motion sensor tech-
nologies have been utilized in applications varying from con-
trolling multimedia playback [22], to web browsing [21], to
medical imaging interaction [17] and others [7]. On the
aforementioned examples, the interaction with the user does
not produce multimedia or sound content, instead it affects
the way the content is being represented. As a result, there
are not strict timing constraints and Gesture Recognition
can be used to provide inputs in similar scenarios. In the
field of real-time sound content creation, Odowichuk et. al.
[31] have created a platform that simulates a specific music
instrument (xylophone) playing. This is achieved by, ini-
tially creating a virtual representation of the instrument,
then extracting motion characteristics from the gestures,
spatially mapping them and parse the resulting values as
parameters to a sound generator.

Churnside et. al. [6] designed a gestured-based audio
interface system that uses Joint Coordinates to adjust the
speed and volume of audio and video playback.

Several low-latency techniques are used for human-robot
interaction, but they address to trained operators and as-
sume specific underlying hardware setup [39], [3], [41].

On more generic frameworks, Deshayes et.al. have devel-
oped a framework for gesture-based applications, with Stat-
echart modeling [8]. Even though their approach provides
solutions on the application development and verification
side, they are using traditional Gesture Recognition tech-
niques.

In this context, our research focuses on examining the sen-
sors to be used as a multimodal interface, such as Voice and



Gestures [40] and for real-time multimedia content produc-
tion [35].

6. CONCLUSIONS
In this paper we presented an overview of the interactive

gestural driven spatial sound technologies used at XXX. We
are experimenting with these interfaces from several per-
spectives, from the point of view of use in sonic interaction
design and interactive multimodal interfaces, to their po-
tential in creating immersive virtual environments where a
sense of presence in achieved. As the paper shows, we are
interested in spatial sound from different perspective: from
an engineering perspective to improve the state of the art
of physics based simulations, to a computer scientist per-
spective to implement efficient real-time algorithms, to an
interaction designer perspective to understand how to cre-
ate gestural based interfaces for these algorithms, and also
an human centered perspective to understand sense of im-
mersion and presence when spatial sound is combined with
multi sensory environments, for example for virtual reality
applications.
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